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Abstract

In a control system, an unknown plant can be made to track an input command signal when this signal is applied to a controller whose transfer function approximates the inverse of the plant's transfer function. The controller output becomes the driving signal for the plant. For real-time applications, the parameters of the controller can be obtained by an adaptive inverse modeling process applied to the plant. If the controller is realized as a transversal filter whose weights are adapted by the LMS algorithm of Widrow and Hoff, stability of the controller can be assured whether modeling the inverse of a minimum phase or nonminimum phase plant. A random dither signal can be injected to sustain the adaptation process when sufficient ambient signal activity is lacking. Adaptive inverse model control promises simple, economical implementation and robust, predictable behavior. The theory draws from many sources, including the considerable body of knowledge that exists in adaptive signal processing.

I. Introduction

There is a great need for learning-control systems which can adapt to the requirements of plants whose characteristics may be unknown and/or changeable in unknown ways. A principal factor that has hampered the development of adaptive controls is the difficulty of dealing with learning processes embedded in feedback loops. Interaction between the feedback of the learning processes and that of the signal flow paths greatly complicates the analysis which is requisite to the design of dependable control systems. In this paper we present a new approach to plant control which circumvents many of the difficulties that have been encountered with previous forms of adaptive control. These techniques have been subjected to preliminary mathematical analysis and they have been successfully tested by means of computer simulated control experiments.

II. Adaptive Filtering

A symbolic representation of an adaptive filter is shown in Fig. 1. The filter has an input, an output, and it requires a special training signal, an input called the "desired response." The "error" is the difference between the desired response and the actual output response. The filter is assumed to be transversal and is adapted by the LMS algorithm of Widrow and Hoff.

![Fig. 1. Symbolic representation of an adaptive transversal filter adapted by the LMS algorithm.]

III. Plant Modeling

To illustrate an application of the LMS adaptive filter and to show by example how one obtains an input and a desired response in a control environment, consider the direct modeling of an unknown plant as shown in Fig. 2. When given the same input signal as that of an unknown plant, the adaptive model self-adjusts to cause its

![Fig. 2. Modeling an unknown plant by means of an adaptive transversal filter.]
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output to be a best least squares fit to the actual plant output. The unknown plant may have both poles and zeros, but the adaptive transversal filter can only realize "zeros." (The word zeros is in quotes because the adaptive filter is time variable and does not strictly have a transfer function. In a quasi-static sense, the adaptive filter can be thought to have "instantaneous zeros" corresponding to the zeros that would exist if the weights were frozen at their instantaneous values.) With a sufficient number of weights, an adaptive transversal filter can achieve a close fit to an unknown plant having many poles and zeros.

IV. Plant Inverse Modeling

The inverse model of the unknown plant could be formed as shown in Fig. 3. The adaptive filter input is the plant output. The filter is adapted to cause its output to be a best least squares fit to the plant input. A close fit implies that the cascade of the unknown plant and the LMS filter have a "transfer function" of essentially unit value. Close fits have been achieved by adaptive transversal inverse filters even when the unknown plant had many poles and zeros.

V. Inverse Modeling Nonminimum Phase Plants

If the plant itself is stable, all of its poles lie in the left hand of the s-plane. But some of its zeros could lie in the right half plane, and then the plant would be nonminimum phase. The inverse of the minimum phase plant would have all of its poles in the left hand plane, and there would be no problem with stability of the inverse. The nonminimum phase plant would have poles in the right half plane and stability of the inverse would be an important issue. However, it can be shown that stable inverses for nonminimum phase plants could always be constructed if one were permitted noncausal two-sided impulse responses. Furthermore, with suitable time delays, causal approximations to noncausal versions of noncausal impulse responses are realizable. Thus, by allowing a delay in the modeling process (as illustrated in Fig. 3), one can obtain approximate delayed inverse models to minimum phase and nonminimum phase plants. It is not necessary to know a priori whether the plant is or is not minimum phase. However, some knowledge of plant characteristics would be helpful when choosing the delay \( \Delta \) and the length of the transversal filter used for inverse modeling.

VI. The Adaptive Inverse Model Control Scheme

Using a stable delayed inverse, control is accomplished as illustrated in Fig. 4. The controller is a copy of the inverse model. The reference command, the desired output for the plant, is applied as an input to the controller. The controller output is the driving function for the plant. If the controller were an exact delayed plant inverse, the plant output, assuming no noise, would be an exact copy of the input reference command, but delayed, i.e.,

\[
c(t) = r(t-\Delta)
\]

A step change in the reference command would cause a step change in the plant output after a delay of \( \Delta \) seconds. The idea is illustrated by Fig. 5. If the inverse model is imperfect but a good
approximation to the plant inverse, then the step response \( c(t) \) might appear as illustrated. The ideal delayed step response is superimposed. A typical step response of a simple feedback control system is sketched in Fig. 6. It is interesting to compare this response with that of the inverse model control scheme.

The plant is being described here in terms of a discrete impulse response comprising the set of coefficients \( a_k \). The structure of the plant (with drift \( d \)) is shown in Fig. 7b. The structure of the adaptive inverse model (with its bias weight \( w_0 \)) is shown in Fig. 7c. Referring again to Fig. 7a, the mean inverse plant model output \( \bar{s} \) is seen to be

\[
\bar{s} = w_0 + \mathcal{R} \sum_{k=1}^{n} w_k .
\]

Since the adaptive process minimizes MSE (mean square error), the bias weight \( w_0 \) will be automatically adjusted so that the error of inverse modeling will unbiased (any bias will needlessly increase MSE). Therefore

\[
\bar{s} = \bar{u} .
\]

Next refer to Fig. 7d, which shows the control process. Let the mean input to the inverse plant model be \( \bar{r} \). The inverse model output will be \( \bar{s} = \bar{u} \) which is applied to the plant for control. But we have already noted that \( \bar{u} \) into the plant (experiencing drift \( d \)) causes a mean plant output of \( \bar{r} \). We therefore conclude that an input reference command mean value of \( \bar{r} \) causes a mean plant output response of \( \bar{r} \), regardless of the amount of plant drift \( d \).

VII. Effects of Plant Drift

The control system of Fig. 4 appears to open loop. Actually it is a closed-loop system, with the loop closed through the adaptive process. The following is a heuristic demonstration of how the system can perfectly eliminate dc plant drift. The capability of eliminating plant drift is usually associated with a feedback control system having at least one degree of integration within the loop.

The demonstration is outlined in Fig. 7. The modeling process of Fig. 7a shows mean value of plant input \( \bar{u} \), mean value of plant output \( \bar{r} \), and mean value of plant inverse model output \( \bar{s} \). Assume the plant output has a drift \( d \), and the adaptive plant inverse model has an adaptive bias weight \( w_0 \). The mean plant input together with the plant drift causes a mean plant output \( \bar{r} \) equal to

\[
\bar{r} = d + \bar{u} \sum_{i=1}^{m} a_i .
\]
A number of questions remain to be answered. For example, how fast can the drift \( d \) change without causing plant output bias error? How fast can the mean of the input reference command change yet have the mean plant output follow without significant error? What is the effect of dynamic inverse modeling errors upon system performance?

In a control application, the price to be paid for a noncausal inverse is a delayed control response. In many cases however, this delay would be inevitable because of dynamic delays in the plant. A controller using the delayed inverse model would have a precisely predictable delay in the control response. Furthermore, the system step response would have very little ringing or overshoot. This is confirmed in a preliminary way by the computer simulation results of the next section.

VIII. Simulation of an Adaptive Inverse Model Control System

The system that was simulated is shown in Fig. 4. A small amplitude unbiased random dither signal is introduced into \( u(t) \), the plant input, in order to insure that the adaptive modeling process will continue to keep the inverse model current, regardless of the ambient control signals present. The dither is necessary in many cases to keep the adaptive process "alive," but it does disturb the plant and introduce noise into the output.

The simulations used both a discrete-time plant and a discrete-time controller. Many combinations of plant pole and zero locations were tried. Typical results are shown here. A plant having two poles and no zeros was simulated. Pole locations in the \( z \)-plane of this plant (\#1) are shown in Fig. 8. Its step response is shown in Fig. 9.

A potentially more difficult case is that of controlling plant \( \#2 \) which has no poles and only one zero located as shown in Fig. 12. This is a nonminimum phase plant. The delayed inverse was formed and used as a controller. The inverse's impulse response is shown in Fig. 13; the step response of the resulting control system is shown in Fig. 14. In this case there was no real difficulty in controlling a nonminimum phase plant.
Many other cases have been successfully tried. Tightness of control depends on closeness of fit between the true inverse and the inverse realized by the adaptive transversal filter. Either signal spectral characteristics and number of weights used in the inverse have much to do with the closeness of fit. Work on adaptive inverse model control is continuing and will be reported in the future.
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