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Abstract—The successive refinement of information consists of first approximating data using a few bits of information, then iteratively improving the approximation as more and more information is supplied. The goal is to achieve an optimal description at each stage. In general, an ongoing description is sought which is rate-distortion optimal whenever it is interrupted. It is shown that a rate distortion problem is successively refinable if and only if the individual solutions of the rate distortion problems can be written as a Markov chain. This implies in particular that tree structured descriptions are optimal if and only if the distribution shows that successive refinement is not always achievable.

Laplacian signals with absolute-error distortion. However, a simple counterexample with absolute error distortion and a symmetric source rate distortion problem is successively refinable. Successive refinement distortion, for Gaussian signals with squared-error distortion, and for ever it is interrupted. It is shown that a rate distortion problem is an ongoing description sought which is rate-distortion optimal when improving the approximation as more and more information is supplied.

Index Terms—Rate distortion, refinement, progressive transmission, multiuser information theory, squared-error distortion, tree structure.

I. INTRODUCTION

PROBLEMS are characterized in which optimal descriptions can be considered as refinements of previous optimal descriptions. For example, we may optimally describe a message with a particular amount of distortion and later decide that the message needs to be specified more accurately. Then, when an addendum to the original message is sent we hope that this refinement is as efficient as if the more strict requirements had been known at the start. In general, we ask whether it is possible to interrupt a transmission at any time without loss of optimality.

An example of successive refinement might be image compression in which one briefly describes a gross image and then follows with successive refinements of the description that further refine the image. The goal is to achieve the rate distortion bound at each stage. Similar remarks apply to voice compression.

The difficulty with achieving this goal is that optimal descriptions are not always refinements of one another. Difficulties arise even in the simple case of describing a single random variable $X$ drawn from a standard normal distribution where the problem is to minimize the average squared error resulting from using a few bits to describe $X \sim N(0,1)$. If one bit of description is used, it is obvious that the optimal one bit description will specify whether $X$ is positive or negative. For instance one should send a "0" to indicate that $X$ is negative and a "1" otherwise, as indicated in Fig. 1. The reconstruction $\hat{X}_1$ resulting from this 1 bit description will be the centroid of the partition. Thus $\hat{X}_1 = -\sqrt{2/\pi} X$ if $X < 0$, and $\hat{X}_1 = \sqrt{2/\pi} X$ if $X \geq 0$. The resulting squared error distortion is $D = E(X - \hat{X}_1)^2 = (\pi - 2)/\pi = 0.6364$.

If there are two bits available to describe $X$, then there is an optimal quantization [1] of the interval $(-\infty, \infty)$. Here the interval is quantized into four regions, and $\hat{X}_2$ is given by the centroid of the bin in which $X$ happens to fall. Here it is clear that the two bit description is a refinement of the one bit description in the sense that one can merely append another bit to the optimal one bit description to transmit an optimal two bit description, i.e., the best four cell partition is a refinement of the best two-cell partition.

However, Fig. 1 shows that the optimal quantization levels for the three bit description is not a refinement of the optimal two bit description. Optimal use of three bits of information about $X$ requires advance knowledge that three full bits will be available.

This failure of successive refinement for the quantization of a single Gaussian random variable suggests that successive refinement is rarely achievable. However, if we consider long blocks of i.i.d. Gaussian random variables, we will see that successive refinement is always possible. Nonetheless, successive refinement, even with large block sizes, is not possible in general unless the solutions to the individual rate distortion problems obey a Markov relationship.
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In Theorem 2 we prove that successive refinement from a coarse description $\hat{X}_1$ with distortion $D_1$ to a finer description $\hat{X}_2$ with distortion $D_2$ can be achieved if and only if the conditional distributions $p(x_i|\hat{x})$ and $p(x_j|\hat{x})$, which achieve $R(X;\hat{X}) = D(D_i)$, $i = 1, 2$, are Markov compatible in the sense that we can write $\hat{X}_1 \rightarrow \hat{X}_2 \rightarrow X$ as a Markov chain.

Section IV then uses these necessary and sufficient conditions to exhibit a counterexample for which successive refinement cannot be achieved. In Section V we prove that all finite alphabet distributions with Hamming distortion are successively refinable and also exhibit two specific continuous valued problems in which successive refinement is achievable.

II. Background and Statement of the Problem

We recall the definition of the rate distortion function.

Definition 1 (Rate distortion function): For a probability mass function $p(x)$, $x \in \chi$, and distortion function $d(x, \hat{x})$ on $\chi \times \hat{\chi}$, the rate distortion function $R(D)$ is given by

$$R(D) = \min_{p(\hat{x}|x)} I(X; \hat{X}),$$

(1)

where the minimum is over all conditional pmfs $p(\hat{x}|x)$ satisfying $\sum_{\hat{x}} p(x)p(\hat{x}|x)d(x, \hat{x}) \leq D$. The distortion rate function $D(R)$ is the inverse function of $R(D)$, which can be characterized as

$$D(R) = \min_{p(x, \hat{x})} Ed(X, \hat{X}),$$

(2)

where the minimum is over all conditional pmfs $p(x, \hat{x})$ satisfying $I(X; \hat{X}) \geq R$.

The rate distortion theorem states that a rate $R(D)$ description of $\{X_i\}$, $X_i$ independent and identically distributed (i.i.d.), suffices to estimate the process to within distortion $D$. We now describe what we mean by successive refinement.

We consider a sequence of i.i.d. random variables $X_1, X_2, \ldots, X_n$ where each $X_i$ is drawn from a source alphabet $\chi$. We are given a reconstruction alphabet $\hat{\chi} = \chi$, and consider the distortion measure

$$d: \chi \times \hat{\chi} \rightarrow \mathbb{R}.$$ (3)

The distortion measure on $n$-sequences in $\chi^n \times \hat{\chi}^n$ is defined by the average per-letter distortion

$$d(x^n, \hat{x}^n) = \frac{1}{n} \sum_{j=1}^{n} d(x_j, \hat{x}_j),$$

(4)

where $x^n = (x_1, x_2, \ldots, x_n)$ and $\hat{x}^n = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n)$.

We say that we are successively refining a sequence of random variables $X_1, \ldots, X_n$ when we use a two-stage description that is optimal at each stage. First, as shown in Fig. 2 we describe the $X$ sequence at rate $R_1$ bits per symbol and incur distortion $D_1$. Then we provide an addendum to the first message at rate $R_2 - R_1$ bits per symbol so that the two-stage resulting message now has distortion $D_2$. We shall say we have successively refined the sequence $X_1, \ldots, X_n$ if $R_1 = R(D_1)$ and $R_2 = R(D_2)$. In other words, we demand that we achieve the rate distortion limit at each of the two stages. In general, we will demand that we be able to achieve all points on the rate distortion curve.

Definition 2 (Successive refinement from distortion $D_1$ to distortion $D_2$): We shall say that successive refinement from distortion $D_1$ to distortion $D_2$ is achievable ($D_1 \geq D_2$) if there exists a sequence of encoding functions $i_n: \chi^n \rightarrow \{1, \ldots, 2^{nR_1}\}$ and $j_n: \hat{\chi}^n \rightarrow \{1, \ldots, 2^{nR_2}\}$ and reconstruction functions $g_{1n}: \chi^n \rightarrow \hat{\chi}^n$ and $g_{2n}: \chi^n \times \hat{\chi}^n \rightarrow \hat{\chi}^n$ such that for $X_n = g_{1n}(i_n(X^n))$ and for $\hat{X}_n = g_{2n}(i_n(X^n), j_n(\hat{X}^n))$,

$$\limsup_{n \rightarrow \infty} Ed(X^n, \hat{X}_n^n) \leq D(R_1),$$

(5)

and

$$\limsup_{n \rightarrow \infty} Ed(X^n, \hat{X}_n^n) \leq D(R_2),$$

(6)

where $D(R)$ is the distortion rate function.

Definition 3 (Successive refinement in general): We say that a problem defined by a source distribution $p(x)$ and distortion measure $d(x, \hat{x})$ is successively refinable in general or simply successively refinable if successive refinement from distortion $D_1$ to distortion $D_2$ is achievable for every $D_1 \geq D_2$.

A. Related Problems

Our main tool is the achievable rate region for the multiple descriptions problem investigated by Gersho, Witsenhausen, Wolf, Wyner, Ziv, Ozarow, El Gamal, Cover, Berger, Zhang, and Ahlswede [2]-[6]. In this problem a sender wishes to describe the same sequence of random variables $X_1, X_2, \ldots, X_n$ to more than one receiver. The $i$th receiver will receive description $f_i(X^n) \in \{1, 2, \ldots, 2^{nR_i}\}$, from which it will produce an estimate $\hat{X}_{i1}, \hat{X}_{i2}, \ldots, \hat{X}_{in}$ of the original message. The distortion associated with representing the source symbol $x$ with the symbol $\hat{x}$ is given by $d(x, \hat{x})$ and the distortion between the sequences $x^n = (x_1, x_2, \ldots, x_n)$ and $\hat{x}^n = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n)$ is given by (4).

An important special case is shown in Fig. 3, where there are three receivers, two of which receive individual descriptions and the third of which has access to both descriptions.
Information about the source is transmitted to receivers 0 and 1 at rates $R_0$ and $R_1$ respectively, and the two receivers individually generate estimates $\hat{X}_0$ and $\hat{X}_1$ with distortion $D_0$ and $D_1$, respectively. When they pool their information, a third estimate $\hat{X}_2$ with distortion $D_2$ is generated (with $D_2 \leq D_0, D_2 \leq D_1$). The rate distortion region is the set of achievable quintuples $(R_0, R_1, D_0, D_1, D_2)$.

The successive refinement problem is a special case of the multiple descriptions problem in which there is no constraint on $Ed(X, \hat{X}_2)$ and in which we require $R_1 = R(D_1)$ and $R_0 + R_1 = R(D_2)$.

We require the following achievable region established by El Gamal and Cover [5].

**Theorem 1:** A rate-distortion quintuple is achievable if there exists a probability mass distribution

$$p(x) p(\hat{x}_0, \hat{x}_1, \hat{x}_2|x)$$

with

$$Ed(X, \hat{X}_m) \leq D_m, \; m = 0, 1, 2,$$

such that

$$R_0 > I(X; \hat{X}_0),$$  
(7)

$$R_1 > I(X; \hat{X}_1),$$  
(8)

$$R_0 + R_1 > I(X; \hat{X}_0, \hat{X}_1, \hat{X}_2) + I(\hat{X}_0; \hat{X}_1).$$  
(9)

Ahlswede [7] showed in the “no-excess-rate case,” i.e., $R_0 + R_1 = R(D_2)$, that the conditions given by El Gamal and Cover are necessary as well as sufficient. (Zhang and Berger [6] exhibit a simple counterexample that shows that the conditions of El Gamal and Cover are sometimes not tight when $R_0 + R_1 > R(D_2)$.)

Also relevant to the successive refinement problem is the closely related conditional rate distortion problem formulated by R. M. Gray [8]–[10], which deals with the question of determining the minimum rate needed to describe a source at distortion $D$, when side information $Y$ is present. See also Gray and Wyner [11].

**Remark:** The last condition is equivalent to saying that $X, \hat{X}_1, \hat{X}_2$ can be written as the Markov chain $X \rightarrow \hat{X}_1 \rightarrow \hat{X}_2$ or, equivalently, as $X \rightarrow \hat{X}_1 \rightarrow \hat{X}_2$.

**Proof:**

(1) Let $p(\hat{x}_0|x)$ and $p(\hat{x}_2|x)$ satisfy (11)–(14).

Let $\hat{X}_0$ be a dummy symbol (some constant). Fix the joint pmf $p(\hat{x}_0, \hat{x}_1, \hat{x}_2|x)p(\hat{x}_0, \hat{x}_2|x)$. The joint description achievable region of Theorem 1 becomes

$$R_0 > I(X; \hat{X}_0) = 0,$$  
(16)

$$R_1 > I(X; \hat{X}_1),$$  
(17)

$$R_0 + R_1 > I(X; \hat{X}_0, \hat{X}_1, \hat{X}_2) + I(\hat{X}_0; \hat{X}_1).$$  
(18)

Expanding (22) by the chain rule yields

$$R(D_0) \geq I(X; \hat{X}_0, \hat{X}_1) + I(\hat{X}_0; \hat{X}_1),$$  
(23)

and

$$R(D_2) \geq I(X; \hat{X}_0, \hat{X}_1) + I(\hat{X}_0; \hat{X}_1).$$  
(24)

The definition of the rate-distortion function implies that $I(X; \hat{X}_1) \geq R(D_1)$, so (20) is satisfied if and only if $I(X; \hat{X}_1) = R(D_1)$. Expanding (22) by the chain rule yields

$$R(D_2) \geq I(X; \hat{X}_0, \hat{X}_1) + I(\hat{X}_0; \hat{X}_1).$$  
(25)

Applying theorems from [5] and [7]. Let the source distribution $p(x)$ and the distortion $d(x, \hat{x})$ be given. Let $R(D)$ be defined as in (1).

**Theorem 2 (Markovian characterization of successive refinement):** Successive refinement with distortions $D_1$ and $D_2$ ($D_1 \geq D_2$) can be achieved if and only if there exists a conditional distribution $p(\hat{x}_1, \hat{x}_2|x)$ with

$$Ed(X, \hat{X}_1) \leq D_1,$$  
(11)

and

$$Ed(X, \hat{X}_2) \leq D_2,$$  
(12)

such that

$$I(X; \hat{X}_1) = R(D_1),$$  
(13)

$$I(X; \hat{X}_2) = R(D_2),$$  
(14)

and

$$p(\hat{x}_1, \hat{x}_2|x) = p(\hat{x}_2|x)p(\hat{x}_1|x).$$  
(15)

**Remark:** Successive refinement requires $R_1 = R(D_1)$ and $R_0 + R_1 = R(D_2)$. This is the “no excess rate” condition of Ahlswede for which the region of Theorem 1 is the entire achievable rate region. Thus there must exist a conditional pmf $p(\hat{x}_0, \hat{x}_1, \hat{x}_2|x)$ with $Ed(X, \hat{X}_1) \leq D_1, Ed(X, \hat{X}_2) \leq D_2$ such that

$$R_1 = I(X; \hat{X}_1),$$  
(20)

$$R_0 = R(D_2) - R(D_1) \geq I(X; \hat{X}_0),$$  
(21)

and

$$R_0 + R_1 = R(D_2) \geq I(X; \hat{X}_0, \hat{X}_1, \hat{X}_2) + I(\hat{X}_0; \hat{X}_1).$$  
(22)

**Necessity**—Successive refinement requires $R_1 = R(D_1)$ and $R_0 + R_1 = R(D_2)$. This is the “no excess rate” condition of Ahlswede for which the region of Theorem 1 is the entire achievable rate region. Thus there must exist a conditional pmf $p(\hat{x}_0, \hat{x}_1, \hat{x}_2|x)$ with $Ed(X, \hat{X}_1) \leq D_1, Ed(X, \hat{X}_2) \leq D_2$ such that

$$R_1 = R(D_1) \geq I(X; \hat{X}_1),$$  
(20)

$$R_0 = R(D_2) - R(D_1) \geq I(X; \hat{X}_0),$$  
(21)

and

$$R_0 + R_1 = R(D_2) \geq I(X; \hat{X}_0, \hat{X}_1, \hat{X}_2) + I(\hat{X}_0; \hat{X}_1).$$  
(22)
where the last inequality follows from the definition of the rate-distortion function, and inequality (25) follows from the nonnegativity of mutual information. Since the start and end of the chain are equal, all inequalities must be satisfied with equality, which implies that

\[ I(\hat{X}_0; \hat{X}_1) = 0, \]  

\[ I(X; \hat{X}_0|\hat{X}_1, \hat{X}_2) = 0, \]  

\[ I(X; \hat{X}_1|\hat{X}_2) = 0, \]  

and

\[ I(X; \hat{X}_2) = R(D_2). \]  

Equation (29) is equivalent to the Markovity of \( X \rightarrow \hat{X}_2 \rightarrow \hat{X}_1 \), while (30) forces the Markovity of \( X \rightarrow (\hat{X}_1, \hat{X}_2) \rightarrow X_0 \). Thus from the above we must have \( X \rightarrow \hat{X}_2 \rightarrow \hat{X}_1 \rightarrow X_0 \). Finally, (27) requires \( \hat{X}_0 \) to be independent of \( \hat{X}_1 \). We conclude that the achievability of \((R_1, R_2) = (R(D_1), R(D_2))\) guarantees the existence of a pmf \( p(x)p(R_1, R_2) \) satisfying (15). Thus successive refinement is achievable only by joint pmf's of the form \( p(x)p(R_1|x)p(R_2|z_2)p(z_0) \), i.e., only if there exists \( p(z_1|x_2) \) such that \( X \rightarrow \hat{X}_2 \rightarrow \hat{X}_1 \).

**B. Codes for Successive Refinement**

Let \( p(z_1) \) and \( p(z_2|x_1) \) be probability mass functions achieving the bound in Theorem 2. To generate the codebook for the first refinement, we draw \( 2^{nR_1} \) i.i.d. code vectors according to the distribution \( \Pi_{i=0}^{n} p(R_1, z_1^n) \). We index these code vectors as \( \hat{X}_1(i), \) \( i \in \{1, \cdots, 2^{nR_1}\} \). Then, for each \( i \) we generate a codebook for the second refinement with \( 2^{n(R_2-R_1)} \) codewords drawn according to the conditional distribution \( \Pi_{i=0}^{n} p(z_2|x_1^n, z_1(i)) \). We index these code vectors as \( \hat{X}_2(i, j), \) \( i \in \{1, \cdots, 2^{nR_2-R_1}\}, j \in \{1, \cdots, 2^{nR_2-R_1}\} \).

We describe the first refinement of a source vector \( x^n \) with the index \( i \) of the codeword that minimizes \( d(x^n, \hat{X}_1(i)) \). Next we describe the second refinement of \( x^n \) by the index \( j \) that minimizes \( d(x^n, \hat{X}_2(i, j)) \). Because successive refinement is a special case of the multiple descriptions problem, the proof of Theorem 1 [5] establishes that this method of encoding will achieve the desired rates and distortions.

We can now see that the codes which achieve successive refinement have a “tree structure,” where the coarse descriptions occur near the root of the tree and the finer descriptions near the leaves. Although these tree structured codes will usually only be optimal asymptotically in the limit as the block length \( n \) grows to infinity, it is possible to use the idea of tree structured codes in practical finite block length schemes for describing messages with successive refinements. One such method is described in [14], [15].

**IV. COUNTEREXAMPLE**

In this section we show that not all problems are successively refinable. We now provide a sketch of a counterexample that has its roots in a problem described by Gerrish [16], which forms the basis for an exercise in Berger's textbook [17, p. 61]. A detailed analysis of this counterexample can be found in [18].

Let \( X - \hat{X} - (1,2,3), \)

\[ P_X = \begin{bmatrix} 1-p \quad 1-p \\ 2 \quad 2 \end{bmatrix}, \]  

with \( 0 < p < 1 \), and \( d(x, \hat{x}) = |x - \hat{x}| \). We assume, for this example, that \( p < 3 - 2\sqrt{2} \). Let

\[ z = e^{R(D)}, \]  

where \( R(D) \) is the derivative of the rate distortion function at \( D \). Then by the Kuhn Tucker conditions, it can be shown that the solution to the rate distortion problem for distortion \( D \) is

\[ P_{X|X} = \begin{bmatrix} 1 & z(1-z) & z^2 \\ 1 & 1-z & z \\ z^2 & z & 1 \end{bmatrix}, \]  

and

\[ P_{\hat{X}} = \begin{bmatrix} 1-p & z & z^2 \\ 2(1-z)^2 & 1-p & 1-z \\ 2(1-z)^2 & 2(1-z)^2 \end{bmatrix}, \]  

if \( |z - (1/2)(1-p)^2| \leq (1/4)(p^2 - 6p + 1) \); and

\[ P_{X|X} = \begin{bmatrix} 1-p & p & (1-p)z^2 \\ 1+z^2 & 1-z^2 & p \\ (1-p)z^2 & 1-p & 1+z^2 \end{bmatrix}, \]  

and

\[ P_{\hat{X}} = [1/2, 0, 1/2], \]  

if \( |z - (1/2)(1-p)^2| > (1/4)(p^2 - 6p + 1) \).

Let \( D_2 \) be in the region for which \( p(z) = (1/2, 0, 1/2) \). Specifically, let \( z_2 = e^{R(D_2)} = (1/2, 1-p) \). Let \( D_1 > D_2 \) be chosen to lie in the 3-symbol active region, i.e., let \( z_1 = e^{R(D_1)} \) satisfy

\[ 1/2(1-p) + \sqrt{p^2 - 6p + 1} < z_1 < 1-p/1+p. \]  

See Fig. 4.

We shall argue that we cannot find a (necessarily) \( 3 \times 2 \) transition matrix \( p(\hat{X}_2|\hat{X}_1) \) such that

\[ p(x|\hat{x}_1) = \sum_{\hat{x}_2} p(x|\hat{x}_2)p(\hat{x}_2|\hat{x}_1). \]  

This is because there is a bottleneck in \( \hat{X}_1 \rightarrow \hat{X}_2 \rightarrow X \), since \( \hat{X}_2 \) has only two states, thus preventing \( p(x|\hat{x}_2) \) from having the degrees of freedom necessary to satisfy (33). We consider
the matrix equation
\[ P_{X|\hat{X}_1} = P_{X|\hat{X}_2} P_{X|\hat{X}_1}, \]
which we rewrite as
\[ \frac{1}{1 + z_1} \begin{bmatrix} 1 & z_1(1 - z_1) & z_1^2 \\ z_1 & 1 - z_1 & z_1 \\ z_1^2 & z_1(1 - z_1) & 1 \end{bmatrix} \begin{bmatrix} 1 - p \\ \frac{1 - p}{1 + z_1^2} \\ \frac{1 - p}{1 + z_1^2} \end{bmatrix} = \begin{bmatrix} (1 - p)z_1^2 \\ (1 - p)z_1^2 \\ (1 - p)z_1^2 \end{bmatrix}. \]

Finally, we observe from (40) that \( P_{X|\hat{X}_1} P_{X|\hat{X}_2} \) is of the form
\[ \begin{bmatrix} D & E & 1 - D - E \\ F & E & 1 - F - E \\ G & F & 1 - F - G \end{bmatrix}. \]

Note the equal entries in the second column. Thus, by inspecting the left-hand side of (40), we see that \( P_{X|\hat{X}_1} \) has the above form only if \( z_1(1 - z_1) = 1 - z_1 \), i.e., \( z_1 = 1 \). But
\[ \zeta = e^{R(D_1)} \leq e^{R(D_{max})} = (1 - p)/(1 + p) < 1. \]

Thus, there exists no Markov chain \( \tilde{X}_1 \rightarrow \tilde{X}_2 \rightarrow X \) satisfying the rate distortion conditional marginals \( p(x|\tilde{x}_2) \) and \( p(x|\tilde{x}_1) \) given in (33) and (35). So for \( 0 < p < 3 - 2\sqrt{2} \), the problem \( p(x|\tilde{x}_1) = \frac{1}{2}, x \neq \tilde{x}, x' \in \text{supp} \) is not successively refinable in general.

We can also characterize exactly when successive refinement is achievable from distortion \( D_1 \) to \( D_2 \). One interesting case is described in the following theorem, which is true for any \( 0 < p < 1 \). See [18] for a proof.

**Theorem 3:** Consider the discrete rate-distortion problem with \( X = \tilde{X}_1 = \tilde{X}_2 = \{1, 2, 3\} \), \( d(x, \tilde{x}) = |x - \tilde{x}| \), and
\[ X = \begin{cases} 1, & \text{with probability} \quad \frac{1 - p}{2} \\ 2, & \text{with probability} \quad p \\ 3, & \text{with probability} \quad \frac{1 - p}{2} \end{cases} \]

If \( D_1 \) and \( D_2 \) are such that \( \hat{x}_{\text{supp}}(D_1) = \hat{x}_{\text{supp}}(D_2) = \{1, 2, 3\} \), then successive refinement from distortions \( D_1 \) to \( D_2 \) \((D_1 > D_2)\) is achievable if and only if
\[ (1 + e^{R(D_1)}) (1 + e^{R(D_2)}) \leq 2. \]

Notice that even if \( \hat{x}_{\text{supp}} = \{1, 2, 3\} \) for all \( D \) (for example, if \( p > 3 - 2\sqrt{2} \)), we can choose \( D_1 \) and \( D_2 \) so that \((1 + e^{R(D_1)}) (1 + e^{R(D_2)}) > 2 \) and successive refinement is not achievable. This serves as a counterexample to a possible conjecture that successive refinement is always possible when \( X = \hat{X} \) over the entire rate-distortion curve.

V. EXAMPLES OF SUCCESSIVE REFINEMENT

We now show that the following rate distortion problems are successively refinable.

1) \( X \) Gaussian, squared error distortion, \( d(x, \tilde{x}) = (x - \tilde{x})^2 \).

2) \( X \) arbitrary discrete, Hamming distortion, \( d(x, \tilde{x}) = 1 - \delta(x - \tilde{x}) \).

3) \( X \) Laplacian, absolute error distortion, \( d(x, \tilde{x}) = |x - \tilde{x}| \).

The details are developed in [18].

A. Gaussian Distribution with Squared-Error Distortion

If \( X \) is Gaussian \( N(0, \sigma^2) \), then \( R(D) \) is achieved by \( p(\tilde{x}) = N(0, \sigma^2 - D), p(x|\tilde{x}) = N(\tilde{x}, D) \). It follows from the work of Gray and Wyner [11] that this problem is successively refinable in our context. It is easy to show, for \( D_1 > D_2 \), that
\[ p(\tilde{x}) = N(0, \sigma^2 - D_1) \]
\[ p(x|\tilde{x}) = N(\tilde{x}, D_1 - D_2) \]
\[ p(x|\tilde{x}) = N(\tilde{x}, D_2) \]

yields a joint density \( p(x, \tilde{x}) = p(\tilde{x}) p(x|\tilde{x}) p(x|\tilde{x}) \) having the desired marginal \( p(x) = N(0, \sigma^2) \) and satisfying the conditions of Theorem 2, thus guaranteeing the achievability of
\[ (R_1, R_2) = (R(D_1), R(D_2)) = \left( \frac{1}{2} \log \frac{\sigma^2}{D_1}, \frac{1}{2} \log \frac{\sigma^2}{D_2} \right). \]

The code achieving these bounds has an especially nice treec structure. Let \( 2^{nR(D_1)} = \{1, 2, \cdots, 2^{nR(D_1)}\} \) be drawn i.i.d. \( \sim N_p(0, (\sigma^2 - D_1)^2) \). Let \( \hat{X}_1, \hat{X}_2, \cdots, \hat{X}_{2^{nR(D_2)}} \) denote the index minimizing \( \| \tilde{x}(i) - x \|^2 \), and let \( j(x) \) denote the index \( j \) minimizing \( \| \tilde{x}(j(x)) + u(j(x)) - x \|^2 \). Then, the reconstruction \( \tilde{x}_1 = \tilde{x}(i(x)) \) and \( \tilde{x}_2 = \tilde{x}(i(x)) + u(j(x)) \) asymptotically achieves distortions \( D_1 \) and \( D_2 \) at rates \( R_1 \) and \( R_2 \), respectively. Note that it takes only \( 2^{nR(D_1)} + 2^{nR(D_2)} \) distance calculations to encode and decode \( x \). This number of calculations is exponentially smaller than the \( 2^{2nR(D_1)} \) calculations required to describe \( x \) at distortion \( D_2 \) in one step.

B. Arbitrary Discrete Distribution with Hamming Distortion

We now consider Example 2. Here \( X = p(x), x = \{1, 2, \cdots, m\}, D = Ed(X, \tilde{X}) = Pr(x \neq \tilde{x}) \). This is a probability of error distortion measure for an arbitrary discrete source. It has been shown by Erokhin [19] and Pinkston [20] that \( R(D) \) is achieved by upside down waterfilling. Specifically,
\[ p(\tilde{x}) = \frac{(p(x) - \lambda)^+}{\sum_x (p(x) - \lambda)^+}, \]
and
\[ p(x|\tilde{x}) = \begin{cases} D, & x = \tilde{x} \\ \lambda, & x \neq \tilde{x}, x \in \hat{x}_{\text{supp}} \\ p_x, & x = k \notin \hat{x}_{\text{supp}} \end{cases} \]

where \( \lambda \) is chosen so that \( \sum_x p(\tilde{x}) p(x|\tilde{x}) - p(x) > 0 \).
Let $D_1 > D_2$. The required transition $p(\hat{x}_2|\hat{x}_1)$ to establish $X_1 \rightarrow X_2 \rightarrow X$ (and thus $X \rightarrow \hat{X}_1 \rightarrow \hat{X}_2$) is

$$
p(\hat{x}_2|\hat{x}_1) = \begin{cases} 
\frac{D_1 - \lambda_2}{D_2 - \lambda_2}, & \hat{x}_2 = \hat{x}_1 \\
\lambda_1 - \lambda_2, & \hat{x}_2 \neq \hat{x}_1, \hat{x}_2 \in \hat{X}_{1\text{supp}},
\end{cases}
$$

where $\hat{X}_{1\text{supp}}$ is the support set of $\hat{X}_1$, and $\lambda_1, \lambda_2$ are the "waterfilling" levels. Thus

$$
p(\hat{x}_i) = \frac{(p(x) - \lambda_i)^+}{\sum_x (p(x) - \lambda_i)^+},
$$

for $i = 1, 2$, and $p(\hat{x}_2|\hat{x}_1)$, as given in (49), achieves $(R(D_1), R(D_2))$.

### C. Laplacian Density with Absolute Error

We now show that random variables drawn from a Laplacian distribution can be successively refined when distortion is measured using the absolute distortion criterion. We say that a random variable $X$ is drawn from a Laplacian distribution if it has a density $f(x)$ (parameterized by $\alpha$) such that $f(x) = (\alpha/2)e^{-ax^2}$. We assume the absolute distortion measure $d(x, \hat{x}) = |x - \hat{x}|$.

We first recall the rate-distortion solution. Here $R(D)$ and $f(x|x)$ are given by

$$
R(D) = -\log(\alpha D), \quad 0 < D \leq D_{\text{max}} = 1/\alpha,
$$

and

$$
f_{X|x}(x|\hat{x}) = g(x - \hat{x}) = \frac{1}{2D}e^{-|x - \hat{x}|/D}.
$$

We wish to show for $D_1 \geq D_2$ that $X_1 \rightarrow X_2 \rightarrow X$ can form a Markov chain by finding $f_{X_2|X_1}(\hat{x}_2|\hat{x}_1)$ such that

$$
f_{X|x}(x|x_1) = \int_{\hat{x}_2} f_{X|x}(x|\hat{x}_2)f_{X_2|X_1}(\hat{x}_2|\hat{x}_1),
$$

or

$$
g_1(x - \hat{x}_1) = \int_{\hat{x}_2} g_2(x - \hat{x}_2)f_{X_2|X_1}(\hat{x}_2|\hat{x}_1),
$$

where

$$
g_i(t) = \frac{1}{2D_i}e^{-|t|/D_i}.
$$

The characteristic function $\Phi_{g_i}$ of $g_i$ is given by

$$
\Phi_{g_i}(\omega) = \frac{(1/D_i)^2}{(1/D_i)^2 + \omega^2}.
$$

Thus

$$
\Phi_{g_1}(\omega) = \frac{\Phi_{g_2}(\omega)}{\Phi_{g_1}(\omega)},
$$

and

$$
h_{X_2|X_1}(\hat{x}_2|\hat{x}_1) = \frac{1}{2D_1}e^{-|\hat{x}_2 - \hat{x}_1|/D_1} + \left\{ \frac{D_2}{D_1} \right\}^2 \delta(\hat{x}_2 - \hat{x}_1) - \frac{1}{2D_1}e^{-|\hat{x}_2 - \hat{x}_1|/D_1}.
$$

This is nonnegative and integrates to one, so we have found the conditional density establishing that $X_1 \rightarrow X_2 \rightarrow X$ can be written as a Markov chain. Therefore successive refinement is achievable.

### VI. CONCLUSION

Successively refinable source coding problems have simple descriptions that can be stopped at any point without loss of optimality. This is only possible if the conditional distributions $p(\hat{x}_2|\hat{x}_1)$ can be written as a Markov chain.
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