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p;(gi = (I;.., 1) infinitely often) = I ,  

-+. 
since ~ = , P , “ ( X ‘  = (1;..,1)) 2 z = , p :  = m. Thus, for any v, 
one may find a k large enough such that P;(IJxI I 17) is 
arbitrarily small. 0 

Remark: Note that we have actually shown that, for any fixed 
n and any E < 1 - l/log,(3), one may construct a 9 and a 8 
such that the probability of error is arbitrarily close to 1. By 
defining pi, i 2 2, to be smaller, we could also take any E < 1. 
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Non White Gaussian Multiple Access Channels 
with Feedback 

Sandeep Pombra and Thomas M. Cover 

Abstmct-Although feedback does not increase capacity of an additive 
white noise Gaussian channel, it enables prediction of the noise for 
non-white additive Gaussian noise channels and results in an improve- 
ment of capacity, but at most by a factor of 2 (Pinsker, Ebert, Pombra, 
and Cover). Although the capacity of white noise ChaMelS cannot be 
increased by feedback, multiple access white noise channels have a 
capacity increase due to the cooperation induced by feedback. Thomas 
has shown that the total capacity (sum of the rates of all the senders) of 
an m-user Gaussian white noise multiple access channel with feedback 
is less than twice the total capacity without feedback In this paper, we 
show that this factor of 2 bound holds even when cooperation and 
prediction are combined, by proving that feedback increases the total 
capacity of an m-user multiple access channel with non-white additive 
Gaussian noise by at most a factor of 2. 
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I. INTRODUCTION 
In satellite communication, many senders communicate with a 

single receiver. The noise in such multiple access channels can 
often be characterized by non-whife additive Gaussian noise. 
For example, microwave communication components often in- 
troduce non-white noise into a channel. 

In single-user Gaussian channels with non-white noise, feed- 
back increases capacity. The reason is due solely to the fact that 
the transmitter knows the past noise (by subtracting out the 
feedback) and thus can predict the future noise and use this 
information to increase capacity. A factor of 2 bound on the 
increase in capacity due to feedback of a single-user Gaussian 
channel with non-white noise was obtained in [l], [2], [lo]. Ihara 
[9] has shown that the factor of 2 bound is achievable for certain 
autoregressive additive Gaussian noise channels. 

Unlike the simple discrete memoryless channel, feedback in 
the multiple access channel can increase capacity even when the 
channel is memoryless, because feedback enables the senders to 
cooperate with each other. This cooperation is impossible with- 
out feedback. This was first demonstrated by Gaarder and Wolf 
[5]. Cover and b u n g  [6] established an achievable rate region 
for the multiple access channel with feedback. Later, Willems [7] 
proved that the Cover-bung region is indeed the capacity 
region for a certain class of channels including the binary adder 
channel. Ozarow [8] found the capacity region for the two-user 
Gaussian multiple access channel using a modification of the 
Kailath-Schahijk [4] scheme for simple Gaussian channels. 
Thomas [ 111 proved a factor of 2 bound on the capacity increase 
with feedback for a Gaussian white noise multiple access chan- 
nel. Keilers [3] characterized the capacity region for a non-white 
Gaussian noise multiple access channel without feedback. Cod- 
ing theorems for multiple access channels with finite memory 
noise are treated in Verd6 [14]. 

The case of non-white Gaussian multiple access channel with 
feedback combines the above two problems. Here feedback 
helps through cooperation of senders, as well as through predic- 
tion of noise. If we simply use the factor of 2 bounds derived by 
Cover and Pombra [lo] and Thomas [ l l ]  for the single-user 
Gaussian channel with non-white noise and the Gaussian multi- 
ple-access channel with white noise, respectively, we might ex- 
pect feedback to quadruple the total capacity of a non-white 
m-user Gaussian multiple access channel. However this reason- 
ing is misleading due to the following reasons: Prediction of 
noise by the receiver and cooperation between the senders are 
not mutually exclusive events. Also the factor of 2 bound on the 
feedback capacity of a non-white Gaussian channel has been 
shown to be tight for the case of only one sender, where there is 
no interference among the senders. If we have more than one 
sender, the interference among the senders may diminish the 
feedback capacity gain due to the prediction of noise. 

In this paper, we establish a factor of 2 bound on the increase 
in total capacity due to feedback for an m-user additive Gauss- 
ian non-white noise multiple access channel. Throughout this 
paper, we define the total capacity of the multiple access chan- 
nel to be the maximum achievable sum of rates of all the 
senders. 

The paper is organized as follows. In Section I1 (Theorem 2.11, 
we prove an expression for the total capacity C,  in bits per 
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transmission of a Gaussian non-white noise multiple access 
channel without feedback for n uses of the channel. The total 
capacity C, is achieved by water filling the total power on the 
eigenvalues of the noise covariance. 

In Section 111 (Theorem 3.1), an outer bound for the capacity 
region of a general additive non-white noise multiple access 
channel with feedback is proved. For Gaussian noise the capac- 
ity region is bounded by determinants of the covariances of the 
inputs and the noise process. We then formally define an upper 
bound on the total capacity of a non-white Gaussian 
multiple access channel with feedback for block length n. 

In Section IV, we use this upper bound cn,n,FB to show that 
feedback increases total capacity of an m-user additive Gaussian 
non-white noise multiple access channel by at most 5 log(m + 1) 
bits per transmission. 

In Section V, we prove the factor of 2 bound. We do this as 
follows. First we prove the-necessary lemmas in Section V-A. 
We then define a function Cn, 
Here K, is the joint covariance of thc inputs and the noise 
process. In Lemma 5.2 we show that Cn,fB(K,) is a concave 
function of K,. In Lemma 5.3 we show that c n , F B ( P l ,  P2;.., P,) 
is a concave function of ( P l ,  P 2 ; . , ,  P,). In Section V-B (Theo- 
rem 5 . 0 ,  we prove en, I 2Cn for an evenA number of equal 
power senders. First we use the concavity of C", (Lemma 5.2) 
to show that the covariance matrix K, that maximizes Cn,,,, 
has a special Toeplitz-like form ((28)). Now by considering the 
sum of the rates over a subset S of size m / 2  of the senders, we 
bound cnn,FB by 2Cn + Tl. This bound represents the increase 
due to cooperation. Then, by considering the sum of the rates 
over all the senders, we bound Cn,FB by 2Cn + T2.  This bound 
represents the increase due to prediction. Since it can be shown 
that the terms T,  and T2 always have opposite signs, we are able 
to combine these two bounds to obtain e,,,, I 2Cn. In Section 
V-C, we prove Cn, I 2Cn for an even number of senders with 
unequal powers. This is done by using the Schur concavity of 
C n , F B ( P I ,  P2; . - ,  P,) (Lemma 5.3). Here we also use the special 
properties of C,(Corollary 2.1 of Section 11). Finally in Section 
V-D, we prove Cn3 I 2Cn for an odd number of senders, with 
unequal power. Thus we have en,,,, I 2Cn for all cases and for 
all n. Thus we have proved that feedback at most doubles the 
total capacity of an m-user additive Gaussian non-white noise 
multiple access channel. 

K , )  whose maximum is en, 

- 

- 

11. CAPACITY WITHOUT FEEDBACK 
Consider an m-user multiple access channel with senders 

XI, X,; . . ,  X ,  all sending to the same receiver Y. As shown in 
Fig. 1 the received signal Y, at the time i is given by 

m 

r, = E X j j  + z,, 
j =  1 

where Z,, Z,, Z3; . . ,  Z ,  is a non-white additive Gaussian noise 
process and X i j  denotes the signal sent by sender j at time i. 
Let Z" = (Z1;--, Z, )  - Nn(O, KP)) .  There is a power constraint 

on each of the senders, i.e., for all senders j = 1,2;-., m, we 
must have 

i n  

The capacity of the non-white noise Gaussian channel without 
feedback was first characterized by Keilers [3]. In the m-user 
case the capacity region for n uses of the channel is the set of all 

Fig. 1. Gaussian Multiple Access Channel. 

rate vectors ( R l ,  R2; . . ,  R , )  satisfying 

for every subset S of the senders {1,2;.., m), for some n X n 
covariances K$) of the vectors Xy = ( X I ; . * ,  Xn), satisfying the 
power constraiit 

1 
- t r ( K t ) )  54 ,  j = 1,2;..,m. 

Keilers [3] used a sequential water filling procedure to obtain 
the extreme points of the convex hull of the capacity region. 

We now state a theorem characterizing the total capacity 
Cn(Pl,  P2; . . ,  P,) (maximum achievable sum of rates of all the 
senders) of a Gaussian non-white noise multiple access channel 
without feedback. The theorem states that Cn(Pl,  P2; . . ,  P,) is 
obtained by water filling the total power Cy! ,P,  on the eigenval- 
ues of the noise covariance. This theorem may be interpreted as 
follows. The Gaussian multiple access channel represented by 
noise covariance K P )  is equivalent to n parallel additive white 
Gaussian noise (AWGN) multiple access channels with noise 
power given by the eigenvalues of Kg). In each of these AWGN 
multiple access channels the capacity is solely a function of the 
average total power of the senders over that channel. Hence the 
total capacity C, may be reduced to water filling the total power 
Cy= lP, On the eigenvalues of K Y ) .  

Theorem 2.1: The total capacity in bits per transmission for n 
uses of the additive non-white Gaussian multiple access channel 
without feedback is 

I m  I 

This reduces to water filling the total power Cy=lP, on the 
eigenvalues {AY)) of K P ) .  Thus 

where (y)'= max {y, 0) and where A is chosen so that 
n m 

C ( A - A , ) + = n E < .  
i =  1 j =  1 

(7) 
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Thii theorem can be proved using simple linear algebra and the 
Kuhn-Tucker conditions and is essentially the well-known water 
filling argument (see 1131). 

Theorem 2.1 implies that the total capacity of a non-white 
Gaussian multiple access channel without feedback is a function 
solely of the sum of the powers Cy=l$. In particular, this total 
capacity is the same regardless of whether the total power 
Zy=,$ is shared equally between the senders or not. We state 
this result as a corollary to Theorem 2.1, and we will use this to 
derive the factor of 2 bound. 

Corollary 2.1: The total capacity in bits per transmission for n 
uses of the additive non-white Gaussian multiple access channel 
without feedback is 

' 

C J P , ,  Pz; . . ,  P,) = C J P ,  P ; . . ,  P )  

1 ImKf;) + ~ f ; ) l  
max -log , (8) - - 

2n I K p )  I 
.! tr(KY')<P 
n 

where P = l/mCy=,q. 
In [ lo]  the feedback capacity region for the single-user chan- 

nel was chacterized using an asymptotic equipartition argu- 
ment for a nonergodic Gaussian process. The capacity C,,, FB in 
bits per transmission for n uses of the channel of the time-vary- 
ing Gaussian channel with feedback is 

where the maximization is taken over all X" of the form 
1 - 1  

X,  = C~,,Z,  + y ,  i = 1,2;.-,n, (10) ,= 1 

and V" is independent of Z". 
In the next section we prove an outer bound for the capacity 

region of a general additive non-white noise multiple access 
channel with feedback. We use this outer bound to define an 
upper bound on the total capacity in bits per transmission of a 
non-white Gaussian multiple access channel with feedback. 

111. OUTER BOUND FOR THE CAPACITY REGION 
WITHFEEDBACK 

We wish to characterize the capacity of time-varying additive 
Gaussian noise multiple access channels with feedback. At the 
same tiEe we wish to show that the feedback total capacity 
bound Cn,FB and the nonfeedback total capacity C,, obey the 
inequality C,,,, I 2Cn in bits per transmission. We shall ac- 
complish this by proving an outer bound for the capacity region 
of a general additive non-white noise multiple access channel 
with feedback. We specialize this result to the Gaussian case to 
obtain the desired bound. 

To simplify notation, let S denote an arbitrary subset of 
{1,2;.., m}. Let Xf = (X, , ; . . ,  X,,) ,  with the interpretation that 
X I ,  is the signal sent by sender j at time i, and Xf is the 
sequence of the first i transmissions of sender j. Let X'(S)  
denote the set {Xf: J E S} (e.g., if S = {1,3}, then X ' ( S )  = 
{ X i ,  Xi } ) .  Let W,, W,;.., W, denote the input messages, where 
each 4 is uniformly distributed in (1, 2nR~) and is independent 
of the other messages. Let W(S)  denote the set {y:  j E S}. Let 

denote the complement of the set S. The channel, which 
satisfies = E,, ,XI ,  + C , E ~ X , J  + Z,, i = 1,2;.-, n has non- 
white additive noise Z,, Z, ,  Z 3 ; . . ,  Z , ,  where Z" = (Z , ; . . ,  Z , )  

- N,(O, K p ) )  for the Gaussian case. The output is given by 
Y" = ZjEsXi" + CjEsXi" + Z". Since we have feedback, the 
input symbol Xi j  of sender j at time i is a function of the 
message y and the past values of the output, i.e., Y,, Y,;.., y -  1. 

Thus X i j  = X i j ( y ,  Y i - l ) .  For block length n we must specify a 

((2nR1,2nR~,-**, znRm), n) 

code with codewords 

x ; ( y , Y " - l )  = (Xlj(y:>, x 2 j ( y , Y 1 ) , - - ,  x n j ( y , Y " - l ) ) ,  

E {1,2,-..,2"R~} for all j = 1,2;.., m .  

In addition, we require that the codewords satisfy the expected 
power constraints 

where the expectation is taken over all possible noise sequences. 
Before we proceed to the outer bound, we need a simple 

lemma that shows that the output entropy given the inputs 
W,, W,;.., W, is equal to the entropy of the noise. 

Lemma.3.1: For the non-white additive noise multiple access 
channel with feedback, 

This lemma is proved in the Appendix. Lemma 3.1 can easily be 
strengthened to Lemma 3.2. 

Lemma 3.2: For the non-white additive noise multiple access 
channel with feedback, there exist n x n lower triangular matri- 
ces L,, S c {1,2;.-,m}, such that 

(13) 

for all subsets S of the senders. 
Note that this lemma degenerates to Lemma 3.1 when L, = 0 
and is the set of all users. Now we are ready to state the outer 
bound on the capacity region with feedback. 

Theorem 3.1: For the non-white additive noise multiple access 
channel with feedback, a rate vector ( R l ,  R2;--, R,)  is achiev- 
able only if there exists a feedback code such that 

for all S G {1,2;.-,m}, where the joint distribution on ( X :  , 
X;;..,  X i ,  Y")  is induced by the given feedback code. If Z" is 

multivariate Gaussian, the rates also satisfy 

This theorem is proved using Lemma 3.1 and Lemma 3.2 in the 
Appendix. Thus we get the desired bound on the sum of rates 
needed to show the factor of 2 bound 

for all subsets S of the senders, where the joint distribution on 
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(Xf,  X;;.., Xz, Y " )  is induced by the given feedback code. If 
Z" is multivariate Gaussian we have 

Thus we can bound the total capacity in terms of determinants 
of the covariances of the inputs and noise process. 

The bounds of (16) and (17) may be interpreted as special 
cases of more general outer bounds. These general outer bounds 
can be derived similarly to Theorem 3.1 using Lemma 3.2. We 
state them below as Theorem 3.2. 

Theorem 3.2: For the non-white additive noise multiple access 
channel with feedback, a rate vector ( R I ,  R2; . . ,  R , )  is achiev- 
able only if there exists a feedback code such that 

for all subsets S of the senders, for some n x n lower triangular 
matrices 

L,, S c { l ,  2;.., m}, 

where the joint distribution on (X;, X;; . . ,  X:, Y " )  is induced 
by the given feedback code. If Z" is multivariate Gaussian the 
rates also satisfy 

Note the bounds of (16) and (17) may be obtained with 

L, = I " ,  S G (1,2;..,m}. 

These outer bounds may not be tight in general. The basic 
problem in determining feedback multiple access channel capac- 
ity is to find the class of joint distributions achievable using 
feedback. However, for Gaussian multiple access channels the 
outer bound of (19) in conjunction with the class of joint 
distributions induced by the form Xy = B,Y" + y", j = 

1,2;-., m, may be used to characterize the capacity region. Here 
Bl is a strictly lower triangular n x n matrix, and V," and 2" are 
all independent, for j = 1,2;.., m. 

Now we use (17) to formally define cn,,,. Here cfl;,,,, is an 
upper bound on the total capacity in bits per transmission of a 
non-white Gaussian multiple access channel with feedback if the 
channel is used for time block {1,2;.., n}. 

Definition 3.1: For each n(m + 1) X n(m + 1) joint covari- 
ance K ,  of the vector U = (X,", X;;. . ,  X:, Z")' induced by a 
feedback code, and subject to the power constraints 

1 
- t r ( K x ) )  16, j = 1,2;..,m, 

there exists a rate region defined by 2" constraints of (17). Now 
we consider the region that is the union of these rate regions 
over the convex hull of all joint covariances K,. By Theorem 3.1 
this region is an outer bound for the capacity region with 
feedback. Therefore we may define 

m 

I =  1 

- 
Cn,FB(P1, P2; . . ,  P,) max RI ,  (20) 

where the maximization is taken over all rates ( R I ,  R , ; . . ,  R , )  
belonging to the outer bound for the capacity region with 
feedback defined above. 

In the next two sections we use c,,FB to establish bounds on 
the increase in total capacity due to feedback for an m-user 
additive Gaussian non-white noise multiple access channel. 

IV. AN ADDITIVE BOUND 
In this section, we use this upper bound c,,,, to show that 

feedback increases total capacity of an m-user additive Gaussian 
non-white noise multiple access channel by at most $ log(m + 1) 
bits per transmission. First we need the following lemma. 

Lemma 4.1: 

Prooc By expanding the covariance of the sum of m ran- 
dom vectors we have the following identity 

m i - 1  m 

K{;$=,X)) + c c K:&) = m c K g ) .  (21) 

Now K{$:-x ), being a covariance matrix, is nonnegative definite 
symmetric $or all i , j .  The sum of such nonnegative definite 
symmetric matrices 

r = l  ] = I  ] = I  

m 1 - 1  c c K;;!-x)) 
r = l  ] = I  

is nonnegative definite symmetric. Therefore we can apply 
Lemma 1 of [ lo] to obtain the required result (Lemma (4.1)). 0 

Theorem 4.1: 
- 1 
Cn,FB I C ,  + - log(m + 1). 

2 

- + z )  achieve 
C n I F B  in Definition 3.1. Then by using the dedn~tion of c,,,, 
and (17) we have 

Pro05 Let the n X n covariance matrix K&= 

I m  I 

I m  I 

(22) 

Here, the second inequality, which relates feedback to nonfeed- 
back, follows from Lemma (4.1). The last inequality follows from 
Theorem 2.1. 0 

V. FACTOR OF 2 BOUND 

We will now prove that feedback at most doubles the total 
capacity of the Gaussian multiple access channel. We use the 
outer bound of Section I11 to prove the fagor of 2 bound. First 
we will show some required properties of C,,, 
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A. Necessary Lemmas 

Let U = ( X r ,  X;;.., X:, Z")' be the n(m + 1)-vector of in- 
puts and noise. Let K, be the n(m ? 1) x n(m + 1) covariance 
matrix of U. We define a function C,,, FE( K,)  corresponding to 
c n , F B  as follows. 

Definition 5. I :  
m 

t , , ,FB(~U) A max R ~ ,  (23) 

where the maximization is taken over all rates ( R , ,  R2; . . ,  R , )  
subject to constraints 

Rj  I I, for all subsets S of {1,2;.., m ) ,  (24)  

j =  1 

j s S  

where 

(25) 

In Lemma 5.2 we show that en,FB(Ku) is a concave function 
of K,. In Lemma 5.3 we show that cnn,FB(P1, P2; . . ,  Pm> is a 
concave function of ( P , ,  P2;- . ,  P,). First we show Lemma 5.1, 
which states that the maximum of a linear function of an 
n-vector 9 = (Rl, R2;.. ,  R,,)' over p linear constraints 3= 
( I l ,  Z2;.-,I,,)' is an increasing and concave function of the 
constraints 9. 

Lemma 5.1: Let V ( S )  be defined as 

V ( 9 )  9 max Z'b, (26) 

where A is any p X n matrix and b is any n X 1 vector. Then 
V ( 9 )  satisfies two properties: 

i) Concwity. V ( Y )  is a concave function of the constraints 

A S 0  

S, i.e., for any p X 1 vectors Sl,Y2, and 0 I A I 1, 

AV(Yl) + (1 - A ) V ( 9 2 )  I V ( W ,  + ( 1  - A)>,). 

ii) Domination. V ( S )  is an increasing function of the con- 
straints s, i.e., for any p x 1 vectors Y,,Y,, if s, is 
component by component less than or equal to Y2, then 

V ( 9 , )  I V(32) .  

The proof is straightorward (see [13]). 
L e m y  5.2: Let C,,, ,(K,) be as defined in Definition 5.1. 

Then C,,, FE( K , )  is a concave function of the matrix K,, i.e., for 
any n(m + 1) X n(m + 1) nonnegative definite matrices 
K , ,  K y ,  and 0 I A I 1, 

k n n . F B ( ~ ~ U ,  + ( 1  - 2 A ~ ~ , ~ ~ ( K , ~ )  

+ ( I  - A ) ~ , , ~ ~ ( K , * ) .  

The proof easily follows from Lemma 5.1 (see [131). 
Lemma 5.3: Let C , , F B  be as defined in Definition 3. Let 

9 = (Pl, P2;.- ,Pm)' be the m X 1 vector of the power con- 
straints. Then &B(9) is a concave function of the vector 9, 
i.e., for any m x 1 vectors of power constraints 9,,92, and 
0 1 A s 1 ,  
- 
c n , F B ( w ]  + ( 1  - A ) g 2 )  2 A F ~ , F B ( ~ ~ )  

+ ( I  - M n , F B ( 9 2 ) .  

The proof easily follows from Lemma 5.2 (see [13]). 
Finally we need the following simple lemma which states that 

information processing from causal feedback does not reduce 
the entropy. 

Lemma 5.4: Let X ; ( W , ,  Y " -  ' 1 ,  x;(w,,  yn- ');e-, 
X$(W,,Y"-') be a given feedback code and let Z" be the 
non-white Gaussian noise vector. Then 

I K p )  I 5 I K.$?-lxJ-z 1.  (27) 

By the log-concavity of determinants this inequality is also true 
for all matrices K F i l x  - z  in the convex hull of covariances 
induced by feedback codes. 

This lemma easily follows from Lemma 3.2 and the entropy 
maximization property of the normal distribution (see [lo] and 
[131). 

B. Case of Equal Powers, m Even 
We first consider all the powers to be equal, i.e., PI = P2 = 

... = Pm = P ,  with m even. Let U = (X? ,  X;;. . ,  X$ ,  2")' be 
the vector of inputs and noise. Let K, be the n(m + 1) X n(m 
+ 1) covariance matrix of U. We first_show that one of the 
possible values of K ,  that achieves C,.,, is the symmetric 
partially block Toeplitz form 

K$" K$':x2 KEL2 ... K$:XI KY' 

XI x2 1 2 xz K X i 2  K!$) Kcn, ... K$'L Kc") 

, (28) 

where K$'& = K$') is the covariance of each of the senders 
(X,", j = i, i;.., m),  K$lX,, = K X L 2  is the cross-covariance be- 
tween any two senders 

( (X; ,  X:),  j ,  = 1 ,2 ; . . ,  m ,  j 2  = 1 ,2 ; . . ,  m ) ,  

K$'& KP' are the cross-covariances of each of the senders (X,", 
j = 1,2; - . ,m)  with the noise Z", and K g )  is the covariance of 
the noise. (The following argument uses the symmetrization 
method given by Thomas [ l l ] . )  

Let us assume that there is some other form of K that 
achieves in Definition 3, i.e., 

- 
C n , F B  = e n , F B ( K ) .  

Since all senders have equal powers, by appropriately relabeling 
the rows and columns of K, we have a new matrix K which also 
achieves - 

Cn,FB e n , F B ( k ) .  

By Lemma 5.2, en, K )  is a cpncave function of the matrix K. 
Therefore the average i ( K  + K) is a more symmetric form that 
achieves c,,, Proceeding in this way, by averaging over all m !  
possible permutations of the rows and columns of K (corre- 
sponding to all possible permutations of the senders), we obtain 
the symmetric form of (28) is given by 

Since all senders have equal power P, K, satisfies the power 
constraint. Hence, we can restrict our attention to this form of 
K,, and we will obtain our bou_nds using it. 

I 2Cn for the case of equal 
powers and even m. The outline of the proof is as follows. First 
by considering the sum of the rates over a subset S of sue m / 2  
we bound the total capacity with feedback by 2Cn + T,. This is 

We are now ready to prove C,,, 
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done by using the outer bound of Section I11 and the symmetric 
form given in (28). Then by considering the sum of the rates of 
all the senders we bound the total capacity with feedback by 
2C, + T2. This is done by using the outer bound of Section 111, 
Lemma 5.4, the log-concavity of determinants, and the symmet- 
ric form in (28). Since it turns out that the terms Tl and T2 
always have opposite signs, we are able to combine these two 
bounds to obtain the factor of 2 bound. 

Theorem 5.1: For additive Gaussian non-white noise multiple 
access channels with an even number of equal power senders, 
we have 

c,,,FB(P, P,***, P) < 2 c n ( P ,  P,.'., P ) .  

- Proofi Consider the symmetric form K ,  (28)that achieves 
C,,,,, in Definition 3.1. Now consider subsets S, S of equal size 
m / 2 .  Then from the symmetric form of (28) we have 

K ~ ) E S X I - ~ 1 . 3 X 1 + Z  - - K~hsXJ-EJ ,3X,  + K P  

on the second term of (30) to obtain (6). The equality ( c )  follows 
from tr(Z,,) = n, and t r (A + B )  = tr(A) + tr(B). By symmetry 
we can obtain an eqLation similar to (31) for the sum of the 
rates over the subset S as 

Hence from (31) and (32) we have 

= 2( :K$) + (;)( 5 - l)K$:xz) 
where 

m D - 1 / 2 K g ' , $ D - 1 / 2 ) ' ] ) .  (34) 

Now using Corollary 2.1 and the definition of Cn,FB in (33), we 
= mK$" - mKj;l'x2 + K P ) .  (29) 

Now substituting this equation in the constraint I ( S )  (171, we 
have 

1 m 
D - 1 / 2 K $ , $ $ D - 1 / 2 ) ' ] ) ,  (31) 

where D = mK$) + K g ) ,  I,, is the n X n identity matrix, and 
All2 denotes the square root of the nonnegative definite matrix 
A. Here ( a )  follows from the fact that D is a nonnegative 
definite matrix and the identity lABl = IA) IBI for the product of 
determinants. Inequality ( b )  is derived from the following argu- 
ment. Since 

I,, - mD- 1/2Kf;)x$ D -  'I2)' = D -  " ' K ~ ~  sx l -  E 3x,+ z (  D -  'I2)' 

is a nonnegative definite matrix, we can use the arithmetic-geo- 
metric mean inequality [12] for nonnegative definite matrices: 
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(37) 

Here ( a )  follows from Lemma 5.4, ( b )  follows from the log-con- 
cavity of determinants ( [ lo ] ,  Lemma 4), (c) is a simple matrix 
identity ( [ lo ] ,  Lemma 21, ( d )  follows from the symmetric form of 
K,, ( e )  follows from the fact that D is a nonnegative definite 
matrix and from the identity for the product of determinants 
1 AB1 = IAl IBI. The inequality (f is derived from the following 
argument. Since 

I, + m ( m  - I ) D - ~ / ~ K ~ , : ~ D - ~ / Z ) '  

= D-' / ' (  KFi,., + K Y ) ) ( D - ' / ' ) '  

is a nonnegative definite matrix, we can use the arithmetic-geo- 
metric mean inequality for nonnegative definite matrices: 

on the second term of (36) to obtain (f). The equality ( g )  
follows from tr (I,) = n, and tr ( A  + B )  = tr ( A )  + tr ( B ) .  
Hence from (37) we have 

where 

Now using Corollary 2.1 and the definition of c,,,,, in (38), we 
have 

C,,,FB(P, P , . . . ,  P )  I 2C,,(P, P , . . . ,  P )  + T2. (40) 
We observe from (34) and (39) that 

sgn(tr [ D - ' / 2 K ~ ~ x $ D - 1 / 2 ) ' ] )  = -sgn(T,) = s g n ( T , ) .  

Hence the terms Tl and T2 always have opposite signs, i.e., 

min ( T I ,  T , )  I 0. 

Therefore we have from (35) and (401, 
- 
C n , F B ( P ,  P ; . . ,  P )  I 2C,(P,  P ; . . ,  P )  + min ( T I ,  T 2 )  

I 2C,(P,  P ; . . ,  P ) .  0 (41) 
We have thus proved that the total capacity can at most be 

doubled using feedback for even m with equal powers. 

C. Case of Unequal Powers, m Even 
We will use an argument similar to the one used by Thomas 

[ l l ]  to establish the factor of 2 bound from unequal powers with 
even m. So far we have been dealing only with the case when all 
the transmitters have the same power constraints. Now let us 
assume that the transmitter powers are P I ,  P2;. . ,  P,. 

1)  Without Feedback: The dominating constraint on the sum 
of the rates from Theorem 2.1 is 

where (y) '= max ( y ,  0) and where A is chosen so that 
n m 

( A  - A ~ ) +  = n C p,. (43) 
i =  1 j =  1 

Defining P = l /mCr=lP, ,  then 

C J P , ,  P2;. . ,  P,) = C J P ,  P ; . . ,  P )  = c, q . (44) 
( j : ,  ) 

2) With Feedback: From Definition 3.1 it is easy to see that 
C,,, F B ( P 1 ,  P 2 ; - . ,  P,) is a symmetric function of its argu- 
ments P I ,  P2,. . . ,  P,. In Lemma 5.3 we showed that 
c,,,FB(.,. , . . . , .)  is a concave function. Hence by the 
properties of symmetric concave functions ([12], p. 104), 
we have 

- 

- 
cfl ,FB(P? p ," ' ,  p )  
I 2C,(P,  P ; . . ,  P )  

= 2C,(P1, P 2 ; . * ,  Pm>. (45) 
(result for equal powers) 

Hence, even with different powers at the different trans- 
mitters, the total capacity with feedback is less than 
twice the total capacity without feedback for even m. 

D. 
So far we have been dealing only with the case when m is 

even. Now let us assume that m is odd. Consider an augmented 
channel of size m + 1 with the m + 1 sender having power AP.  
Then we have 

Case of Unequal Powers, m Odd 

C ~ , F B ( P ~ , P ~ , ' " ,  P,) I ~ , , , , B ( p , , p 2 , " . , P m , A P )  
I 2C, , (P1,P2; . . ,  P , , A P )  

(result for even m ) .  (46) 
Now by taking the limit AP + 0 in (46) we obtain the desired 
result for the channel with an odd number of senders: 

C , , F B ( P ~ ,  P Z , . . . ,  P,) I ~ c , ( P , ,  P ~ , . . . , P ~ ) .  
Thus we have proved that feedback at most doubles the total 
capacity of an m-user additive Gaussian non-white noise multi- 
ple access channel. 

VI. CONCLUSION 
We have shown that the total capacity of any multiple access 

channel with non-white Gaussian noise can at most be doubled 
using feedback. Though we have not said much about achievabil- 
ity, one would suspect that there exists a generalization of the 
method described in [ lo ]  with the class of joint distributions 
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induced by the linear feedback scheme X; = BjY” + y”, j = 

1,2;.., m, that may be used to characterize the capacity region. 
The general outer bound of Section 111 ((19)) might be relevant 
here. This technique may also provide insight in determining the 
capacity region of general m-user Gaussian white noise multiple 
access channels with feedback. 

j =  1 

I =  1 

(0 
= h(2”) .  (Al l  

Here (i) is the chain rule, (ii) merely adds functions of the 
conditions, (rii) removes the conditionally deterministic con- 
stants XIL, ( I U )  uses the conditional independence of 
(W(S),W(S),Y’-’,C,”,,X,,) and Z, given Z l - ’ ,  and ( U )  un- 
chains the chain rule. o 

((znR1, 2nR2,.-., znRm), n )  
Proof of Theorem 3.1: Consider a sequence of 

feedback codes 

x ; ( J y , Y ” - l )  = ( X J J y ) ,  XZ,(Jy,Y’) , . .~,  x n , ( J y , Y f l - 1 ) ) ,  
J = 1,2;..,m. 

Let J y  - unif (1,2;-., 2nR~}, j = 1, m, be mutually indepen- 
dent and also independent of the noise. We begin by using 
Fano’s inequality to show that for any 

((YRl,  2nR2,..-, YRm), n )  
code with P,‘”) -+ 0 and E,, + 0 as n + E, that 

E nR, = H ( W ( S ) )  
I E S  

5 Z(W(S); Y ” )  + ne,  

= H ( W ( S ) )  - H(W(S)IY”)  + ne,, 
( a )  
- < H ( w ( s ) ( w ( S ) )  - H ( w ( s ) I Y ” ,  ~ ( 3 ) )  + ne,, 

= z(w(s);  Y“Iw(S))  + nefl 

= h ( y n l ~ ( S ) )  - ~ ( Y “ I w ( s ) ,  ~ ( 3 ) )  + ne,, 
( b )  
= h ( y n l ~ ( S ) )  - h ( Z ” )  + nefl 

= h  X; - X; + Z“ - h ( ~ ” )  + ne,,. (A21 
(C) 

Here ( a )  follows from the fact that W ( S )  and W ( S )  are indepen- 
dent and from the conditioning inequality h(AIB) 2 h(AIB, C ) ,  
( b )  follows from Lemma 3.1, and ( c )  follows from Lemma 3.2 

1 ‘1,s J E S  

with 

If Z” is multivariate Gaussian, (A3) follows from the expression 
for the entropy of a Gaussian vector and from the entropy 
maximizing property of the normal: 

L ,  = I “ ,  S c {1,2;.., m } .  

j E S  j r S  
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Optimal Shaping Properties of the 
Truncated Polydisc 
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Absfmct-Multidimensional constellation shaping with a family of 
regions called truncated polydiscs is studied. This family achieves maxi- 
mum shaping gain for a given two-dimensional peak-to-average energy 
ratio or a given two-dimensional constellation expansion ratio. An 
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