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ABSTRACT

Pixel design is a key part of image sensor design. After deciding on pixel architecture, a fundamental tradeoff
is made to select pixel size. A small pixel size is desirable because it results in a smaller die size and /or higher
spatial resolution; a large pixel size is desirable because it results in higher dynamic range and signal-to-noise
ratio. Given these two ways to improve image quality and given a set of process and imaging constraints an
optimal pixel size exists. It is difficult, however, to analytically determine the optimal pixel size, because the
choice depends on many factors, including the sensor parameters, imaging optics and the human perception
of image quality. This paper describes a methodology, using a camera simulator and image quality metrics,
for determining the optimal pixel size. The methodology is demonstrated for APS implemented in CMOS
processes down to 0.18 technology. For a typical 0.35u4 CMOS technology the optimal pixel size is found to
be approximately 6.5um at fill factor of 30%. It is shown that the optimal pixel size scales with technology,
but at slower rate than the technology itself.
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1. INTRODUCTION

Pixel design is a crucial element of image sensor design. After deciding on the photodetector type and pixel
architecture, a fundamental tradeoff must be made to select pixel size. Reducing pixel size improves the
sensor by increasing spatial resolution for fixed sensor die size. Increasing pixel size improves the sensor
by increasing dynamic range and signal-to-noise ratio. Because changing pixel size has opposing effects on
key imaging variables, for a given a set of process and imaging constraints, an optimal pixel size may exist.
The purpose of this paper is to understand the tradeoffs involved and to specify a method for determining
optimal pixel size.

In older process technologies, the selection of such an optimal pixel size may not have been important,
since the transistors in the pixel occupied such a large area that the designer could not increase the pho-
todetector size (and hence fill factor) without making pixel size unacceptably large. As process technology
scales, however, the area occupied by the pixel transistors decreases, providing more freedom to increase fill
factor while maintaining an acceptably small pixel size. As a result of this new flexibility, it is becoming
more important to use a systematic method to determine the optimal pixel size.

It is difficult to determine an optimal pixel size analytically because the choice depends on sensor pa-
rameters, imaging optics characteristics, and elements of human perception. In this paper we describe a
methodology for using a gray scale digital camera simulator! and the S-CIELAB metric? to examine how
pixel size affects image quality. To determine the optimal pixel size, we decide on a sensor area and create a
set of simulated images corresponding to a range of pixel sizes. The difference between the simulated output
image and a perfect, noise-free image is measured using a spatial extension of the CIELAB color metric,
S-CIELAB. The optimal pixel size is obtained by selecting the pixel size that produces the best rendered
image quality as measured by S-CIELAB.
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Figure 1. APS circuit and sample pixel layout

We illustrate the methodology by applying it to CMOS APS, using key parameters for CMOS process
technologies down to 0.18u. The APS pixel under consideration is the standard n+/psub photodiode, three
transistors per pixel circuit shown in Figure 1. The sample pixel layout? achieves 35% fill factor and will be
used as a basis for determining pixel size for different fill factors and process technology generations.

The remainder of this paper is organized as follows. In section 2 we analyze the effect of pixel size on
sensor performance and system MTF. In section 3 we describe the methodology for determining the optimal
pixel size given process technology parameters, imaging optics characteristics, and imaging constraints such
as illumination range, maximum acceptable integration time and maximum spatial resolution. In section 4
we explore this methodology using the CMOS APS 0.35u technology. In section 5 we use our methodology
and a set of process parameters to investigate the effect of technology scaling on optimal pixel size.

2. PIXEL PERFORMANCE, SPATIAL RESOLUTION, AND SYSTEM MTF
VERSUS PIXEL SIZE

In this section we demonstrate the effect of pixel size on sensor dynamic range (DR), signal-to-noise ratio
(SNR), and camera system modulation transfer function (MTF). For simplicity we assume square pixels
throughout the paper and define pixel size to be the length of the side. The analysis in this section motivates
the need for a methodology for determining an optimal pixel size.

2.1. Dynamic Range and Signal-to-noise Ratio versus Pixel Size

Dynamic range (DR) and signal-to-noise ratio (SNR) are two useful measures of pixel performance. Dynamic
range quantifies the ability of a sensor to image highlights and shadows; it is defined as the ratio of the largest
non-saturating current signal 4,44, ¢.e. input signal swing, to the smallest detectable current signal 7,5,
which is typically taken as the standard deviation of the input referred noise when no signal is present. Using
this definition and the sensor noise model it can be shown* that DR in dB is given by

. i
DR = 20log;, 2% = 20 log,, —nae — tdelint, (1)
tmin V O-g + qidctint

where ¢,,q42 is the well capacity, ¢ is the electron charge, i4. is the dark current, t;,; is the integration time, o

is the variance of the temporal noise, which we assume to be approximately equal to kT'C', i.e. the reset noise
when correlated double sampling (CDS) is performed.® For voltage swing V, and photodetector capacitance
C' the maximum well capacity is gmqez = CVs.
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Figure 2. (a) DR and SNR (at 20% well capacity) as a function of pixel size. (b) Sensor MTF (with spatial
frequency normalized to the Nyquist frequency for 6um pixel size) is plotted assuming different pixel sizes.

SNR is the ratio of the input signal power and the average input referred noise power. As a function of
the photocurrent i,,, SNR in dB is*

. { htint
SNR(ipn) = 201ogy, NG +q’(7i T (2)
r D c)lint

Figure 2(a) plots DR as a function of pixel size. It also shows SNR at 20% of the well capacity versus pixel
size. The curves are drawn assuming the parameters® for a typical 0.35¢ CMOS process, and integration
time t;,; = 30ms. As expected, both DR and SNR increase with pixel size. DR increases roughly as the
square root of pixel size, since both C' and reset noise (¥T'C) increase approximately linearly with pixel
size. SNR also increases roughly as the square root of pixel size since the RMS shot noise increases as
the square root of the signal. These curves demonstrate the advantages of choosing a large pixel. In the
following subsection, we demonstrate the disadvantages of a large pixel size, which is the reduction in spatial
resolution and system MTF.

2.2. Spatial Resolution and System MTF versus Pixel Size

For a fixed sensor die size, decreasing pixel size increases pixel count. This results in higher spatial sampling
and a potential improvement in the system’s modulation transfer function (MTF) provided the resolution
is not limited by the imaging optics. For an image sensor, the Nyquist frequency is simply one half of the
reciprocal of the center-to-center pixel spacing. Image frequency components above the Nyquist frequency
cannot be reproduced accurately by the sensor and result in aliasing. The system MTF measures how well
the system reproduces the spatial structure of the input scene below the Nyquist frequency and is defined to
be the ratio of the output modulation to the input modulation as a function of input spatial frequency.”®

Under certain simplifying assumptions, the system MTF can be expressed as the product of the optical
MTF, geometric MTF, and diffusion MTF.” Each component causes low pass filtering, which degrades the
response at higher frequencies. In our study, we only account for the optical and geometric MTF. Figure 2(b)
plots system MTF as a function of the input spatial frequency for different pixel sizes. The results are again
for the 0.35u process mentioned before. Note that as we decrease pixel size the Nyquist frequency increases
and MTF improves. The reason for the MTF improvement is that reducing pixel size reduces the low pass
filtering due to geometric MTF.

In summary, a small pixel size is desirable because it results in higher spatial resolution and better MTF.
A large pixel size is desirable because it results in better DR and SNR. Therefore, there must exist a pixel



size that strikes a compromise between high DR and SNR on the one hand, and high spatial resolution and
MTF on the other. The results so far, however, are not sufficient to determine such an optimal pixel size.
First it is not clear how to tradeoff DR and SNR with spatial resolution and MTF. More importantly, it
is not clear how these measures relate to image quality, which should be the ultimate objective of selecting
optimal pixel size.

3. METHODOLOGY FOR DETERMINING OPTIMAL PIXEL SIZE

In this section we describe a methodology for selecting the optimal pixel size. The goal is to find the
optimal pixel size for a given process parameters, sensor die size, imaging optics characteristics and imaging
constraints. We do so by varying pixel size and thus pixel count for the given die size, as illustrated in
Figure 3. Fixed die size enables us to fix the imaging optics. For each pixel size (and count) we use our
camera simulator with a synthetic Contrast Sensitivity Function (CSF)Y scene, as shown in Figure 4 to
estimate the resulting image using the chosen sensor and imaging optics. The rendered image quality in
terms of the S-CIELAB AF error is then determined. The experiment is repeated for different pixel sizes
and the optimal pixel size is selected to achieve the highest image quality.
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Figure 3. Varying pixel size for a fixed die size

The information on which the simulations and comparisons are made is as follows :

e A list of the sensor parameters for the process technology.

The smallest pixel size and the pixel array die size.

e The imaging optics characterized by focal length f and f/#.

The maximum acceptable integration time.

The highest spatial frequency desired.

Absolute radiometric or photometric scene parameters.

Rendering model including viewing conditions and display specifications

The camera simulator! provides models for the scene, the imaging optics, and the sensor. The imaging
optics model accounts for diffraction using a wavelength-dependent MTF and properly converts the scene
radiance into image irradiance taking into consideration off-axis irradiance. The sensor model accounts for
the photodiode spectral response, fill factor, dark current sensitivity, geometric MTF, temporal noise, and
fixed pattern noise (FPN). Exposure control can be set either by the user or by an automatic exposure
control routine, where the integration time is limited to a maximum acceptable value. The simulator reads
spectral scene descriptions and returns simulated images from the camera.
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Figure 4. Synthetic Contrast Sensitivity Function (CSF) scene

For each pixel size, we simulate the camera response to the test pattern shown in Figure 4. This pattern
varies in both spatial frequency along the horizontal axis and in contrast along the vertical axis. The pattern
was chosen first because it spans the frequency and contrast ranges of normal images in a controlled fashion.
These two parameters correspond well with the tradeoffs for spatial resolution and DR that we observe
as a function of pixel size. Secondly, image reproduction errors at different positions within the image
correspond neatly to evaluations in different spatial-contrast regimes, making analysis of the simulated
images straightforward.

In addition to the simulated camera output image, the simulator also generates a “perfect” image from
an ideal (i.e. noise-free) sensor with perfect optics. The simulated output image and the “perfect” image
are compared by assuming that they are rendered on a CRT display, and this display is characterized by
its phosphor dot pitch and transduction from digital counts to light intensity. Furthermore, we assume the
same white point for the monitor and the image. With these assumptions, we use the S-CIELAB AFE metric
to measure the point by point difference between the simulated and perfect images.

S-CIELAB? is an extension of the CIELAB standard.'® In this metric, images are converted to a repre-
sentation that captures the response of the photoreceptor mosaic of the eye. The images are then convolved
with spatial filters that account for the spatial sensitivity of the visual pathways. The filtered images are
then converted into the CIELAB format and distances are measured using the conventional AFE units of
the CIELAB metric. In this metric, one unit represents approximately the threshold detection level of the
difference under ideal viewing conditions.

4. SIMULATION RESULTS

Figure 5 shows the simulation results for an 8um pixel, designed in 0.35x CMOS process, assuming a scene
luminance range from 25 to 1000 cd/m? and maximum integration time of 100ms. The test pattern includes
spatial frequencies up to 33 lp/mm, which corresponds to the Nyquist rate for a 15um pixel. Shown are the
perfect CSF image, the output image from the camera simulator, the AE error map obtained by comparing
the two images, and a set of iso-AE curves. Iso-AFE curves are obtained by connecting points with identical
AF values on the AE error map. Remember that larger values represent higher error (worse performance).

The largest S-CIELAB errors are in high spatial frequency and high contrast regions. This is consistent
with the sensor DR and MTF limitations. For a fixed spatial frequency, increasing the contrast causes more
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Figure 5. Simulation result for a 0.35u process with pixel size of 8um

errors because of limited sensor dynamic range. For a fixed contrast, increasing the spatial frequency causes
more errors because of geometric MTF limitations.

Now to select the optimal pixel size for the 0.35u technology we vary pixel size as discussed in the
section 3. The minimum pixel size, which is chosen to correspond to 5% fill factor, is 5.3um. Note that
we are here in a sensor-limited resolution regime, i.e. pixel size is bigger than the spot size dictated by the
imaging optics characteristics. The minimum pixel size results in a die size of 2.7 x 2.7 mm? for a 512 x 512
pixel array. The maximum pixel size is 15um with fill factor 73%, and corresponds to maximum spatial
frequency of 33 Ip/mm. The luminance range for the scene is again taken to be between 25 and 1000 cd/m?
and the maximum integration time is 100ms.

Figure 6 shows the iso-AE = 3 curves for four different pixel sizes. Certain conclusions on the selection
of optimal pixel size can be readily made from the iso-AFE curves. For instance, if we use AE = 3 as the
maximum error tolerance, clearly a pixel size of 8uum is better than a pixel size of 15um, since the iso-AE = 3
curve for the 8um pixel is consistently higher than that for the 15um pixel. Similarly a 6um pixel is better
than an 8um one. However, it is not clear whether a 6um pixel is better or worse than a 5.3um pixel, since
their iso-AFE curves intersect such that for low spatial frequencies the 6um pixel is better while at high
frequencies the 5.3um pixel is better.

Instead of looking at the iso-AE curves, we simplify the optimal pixel size selection process by using the
mean value of the AE error over the entire image as the overall measure of image quality. We justify our
choice by performing a statistical analysis of the AE error map. This analysis reveals a compact, unimodal
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Figure 7. Average AFE versus pixel size

distribution which can be accurately described by first order statistics, such as mean or maximum. Figure 7
shows mean AFE versus pixel size and an optimal pixel size can be readily selected from the curve. For the
0.35u technology chosen the optimal pixel size is found to be 6.5um with a 30% fill factor.

5. EFFECT OF TECHNOLOGY SCALING ON PIXEL SIZE

How does optimal pixel size scale with technology? We repeat the simulations discussed in the previous
section for technologies down to 0.18 . The mean AE curves are shown in Figure 8. The optimal pixel size
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shrinks, but at a slower rate than technology (Figure 9). Also, the image quality, as measured by the mean
AE, degrades as technology scales.

6. CONCLUSION

We proposed a methodology using a camera simulator, synthetic CSF scenes, and S-CIELAB for selecting the
optimal pixel size for an image sensor given process technology parameters, imaging optics parameters, and
imaging constraints. We applied the methodology to photodiode APS implemented in CMOS technologies
down to 0.18u and demonstrated the tradeoff between DR and SNR on one hand and spatial resolution and
MTF on the other hand due to the selection of pixel size. Using mean AFE as an image quality metric, we



found that indeed an optimal pixel size exists, which represents the optimal tradeoff. For a 0.35u process
we found that a pixel size of around 6.5um with fill factor 30% under certain imaging optics, illumination
range, and integration time constraints achieves the lowest mean AFE. We found that the optimal pixel size
scales with technology, albeit at slower rate than the technology.

The proposed methodology and its application can be extended in several ways:

e The imaging optics model we used is oversimplified. A more accurate model that includes lens aberra-
tions and optical vignetting is needed to find the effect of the lens on the selection of pixel size. This
extension requires a more detailed specification of the imaging optics by means of a lens prescription
and can be performed by using a ray tracing program.'!

e Microlens arrays are often used to increase the effective fill factor. Since the increase in fill factor
heavily depends on the microlens design, we did not have a general way of modeling it. Given a specific
microlens model, the effect on optimal pixel size can be readily performed using our methodology.

e The methodology needs to be extended to color.
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